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**Objetivos**

Como objetivo general se propone desarrollar métodos para optimizar la adquisición de imágenes hiperespectrales en las cuales se recopila y procesa, con resolución espacial, información en un rango del espectro electromagnético. Utilizando un modelo realista de adquisición que incluya parámetros tales como la respuesta espectral del detector y la óptica así como también las características del objeto observado, se optimizarán los métodos de sensado y deconvolución espectral. En particular se estudiará el efecto de variables físicas de relevancia, como por ejemplo número de fotones, resolución espectral, resolución espacial y relación señal ruido. En este trabajo, se estudiarán en particular la toma de imágenes hiperespectrales mediante sensores remotos y sus aplicaciones en la industria satelital.

**Antecedentes**

La toma de imágenes hiperespectrales consiste en colectar y procesar información en frecuencias específicas del campo electromagnético. El objetivo es obtener el espectro para cada pixel en la imagen de una escena, con el propósito de hallar objetos, identificar materiales y sustancias, o detectar procesos.

Los sensores hiperespectrales colectan información como un set de imágenes. Cada una de ellas representa un rango estrecho de longitudes de onda del espectro electromagnético, el cual se conoce como banda espectral. Estas imágenes se combinan para formar un cubo de datos tridimensional (*x*,*y*,*λ*) para el procesamiento y análisis, donde x e y representan dos dimensiones espaciales de la escena, y λ representa la dimensión espectral (la cual comprende a un cierto rango de longitudes de onda).

En los distintos sensores hiperespectrales, las longitudes de onda pueden ser separadas por diferentes tipos de filtros, o mediante el uso de instrumentos que sean sensibles a determinadas longitudes de onda, como por ejemplo interferómetros. La forma en la que las distintas longitudes de onda se combinan en un mismo pixel está intrínsecamente relacionada con el diseño particular del sensor que se emplee. Por este motivo, existe una estrecha relación entre el modelo de sensor que se emplee y el algoritmo de deconvolución requerido. Existen diversos diseños de sensores de escaneo multiespectral, algunos de los cuales se encuentran detallados a continuación **[1]**. Un resumen de estos diseños y sus respectivas SNR se puede encontrar en la referencia [3]. Otros métodos basados en técnicas de escaneo se pueden hallar en las referencias [4], [5] y [6].

Espectrómetro de escaneo puntual *(Point Scanning Spectrometer)*: El espectro incidente es dispersado a lo largo de un arreglo lineal de elementos de detección, permitiendo tasas de lectura muy rápidas. La escena es escaneada a través del sensor mediante el empleo de dos espejos galvanométricos (o solamente uno en caso de que el sensor mismo se esté desplazando).

Espectrómetro de barrido *(Pushbroom Spectrometer)*: el input del sensor es una abertura lineal, cuya imagen se dispersa a través de una matriz bidimensional de detectores, de forma que todos los puntos a lo largo de la línea son muestreados simultáneamente. Para completar la dimensión espacial ortogonal a la línea, la escena es escaneada a través de la apertura de entrada. Esto puede tener la forma de objetos moviéndose a través de una cinta transportadora, el suelo desplazándose bajo un satélite o una plataforma espacial, o la escena siendo escaneada a través de la rendija de entrada mediante un espejo galvanométrico.

Cámara de filtros tuneables *(Tunable Filter Camera)*: una cámara de filtros tuneables se caracteriza por utilizar un sistema de filtros ajustables, ya sea eléctrica o mecánicamente. Entre estos sistemas se pueden destacar las ruedas de filtros, los dispositivos Fabry - Perot mecánicamente ajustables **[7] [8]**, y los filtros ajustables tanto de cristal líquido (LCTF) **[9]** como los acusto ópticos (AOTF) **[10]**, entre otros. Los tiempos de respuesta en el ajuste de los distintos filtros van desde ∼1 s para la rueda de filtros, ∼50 a 500 ms para el LCTF y el Fabry Perot mecánicamente ajustable, y ∼10 a 50 μs para el AOTF.

Espectrómetro de proyección de transformada de Fourier *(Imaging Fourier Transform Spectrometer)*: se caracteriza por escanear un espejo de un interferómetro de Michelson con el objetivo de obtener mediciones para múltiples diferencias de camino óptico **[11] [12]**. Una alternativa más reciente es el espectrómetro de proyección de transformada de Fourier birrefringente, desarrollado por Harvey y Fletcher - Holmes, que cuenta con la ventaja de ser menos sensible a las vibraciones. **[13]**

Espectrómetro hiperespectral por tomografía computada *(Computed Tomography Hyperspectral Imaging Spectrometer*): es un dispositivo de escaneo similar a la técnica de snapshot CTIS, pero cuenta con la ventaja de ser capaz de colectar proyecciones provenientes de una mayor cantidad de ángulos, de forma que la data reconstruida tenga menos artefactos. La desventaja es que el detector no es usado eficientemente en comparación con otros métodos. **[14]**

Espectrómetro lineal de apertura codificada *(Coded Aperture Line-Imaging Spectrometer)*: a pesar de que la espectrometría de apertura codificada comenzó como un método para escanear una apertura codificada a través de la rendija de entrada de un espectrómetro convencional, ha sido adaptada a arreglos bidimensionales modernos de detectores, dando lugar a una mejora en la relación señal - ruido. **[15] [16]**

El tamaño espacial de los pixels en sensores multiespectrales e hiperespectrales es en general lo suficientemente amplio como para que distintas sustancias puedan contribuir al espectro medido por un solo pixel. El objetivo de los algoritmos de deconvolución espectral consiste en extraer de un espectro los materiales constituyentes en la mezcla, así como las proporciones en las que aparecen.

La deconvolución espectral es el procedimiento mediante el cual el espectro medido por un pixel es descompuesto en una colección de espectros constituyentes, *endmembers,* y un set de las correspondientes fracciones, *abundancias*, que indican la proporción de cada endmember presente en el pixel. Esto es importante en numerosos escenarios en los que el detalle a nivel subpixel es apreciable, los cuales pueden ir desde el campo de la microscopía de fluorescencia **[17]** (donde se detallan aplicaciones como *Timelapse imaging***[18] [19]** y *FRET* **[20]**, entre otras) hasta la toma de imágenes satelitales mediante sensores remotos. En el primer caso, los endmembers y las abundancias se pueden asociar a los fluoróforos y canales que se empleen, mientras que en las aplicaciones satelitales los endmembers normalmente corresponden a objetos macroscópicos en la escena, tales como agua, tierra, metal, o cualquier material natural o hecho por el hombre.

El proceso de deconvolución de principio a fin es en realidad una concatenación de tres procedimientos distintos, cada uno con objetivos específicos. La *reducción dimensional* reduce la cantidad de datos con el objetivo de disminuir la carga computacional en los pasos de procesamiento subsecuentes. La *determinación de endmembers* estima el set de distintos espectros que componen los píxeles mixtos en la escena. La *etapa de inversión* consta de proveer estimaciones de las abundancias fraccionales para los endmembers en cada pixel.

La examinación del proceso de deconvolución se puede estudiar mediante tres criterios que categorizan estos algoritmos. 1. La *interpretación de la data* indica cómo un algoritmo interpreta el espectro combinado de un pixel. Principalmente se pueden distinguir dos clases de algoritmos, los estadísticos y los no estadísticos. 2. La *descripción de la aleatoriedad* indica cómo un algoritmo incorpora la aleatoriedad de los datos. Se pueden diferenciar según este criterio los métodos paramétricos de los no paramétricos. 3. Por último, el *criterio de optimización* indica cuál es la función objetiva que se está optimizando. Según este criterio, se pueden diferenciar los algoritmos que optimizan funciones tales como *Squared error, Non squared error, Maximum a posteriori, Maximum likelihood,* entre otras. **[2]**

**Actividades y metodología**

Dentro del marco de esta investigación se realizarán las siguientes actividades. A través del estudio de papers y patentes acerca de los sistemas de sensado multiespectral existentes, se trabajará con los distintos algoritmos existentes de deconvolución espectral con el objetivo de familiarizarse con el estado del arte y conocer sus aplicaciones y restricciones. Se estudiará la aplicabilidad de cada uno de estos métodos en distintos casos. Para esto se cuenta con imágenes satelitales multiespectrales provistas por Satellogic.

Paralelamente, se desarrollará un método de generación de imágenes satelitales multiespectrales artificiales que simule las características de la imagen relevantes para su adquisición. Las imágenes generadas se utilizarán para probar los algoritmos de deconvolución en cuestión. Finalmente se emplearán estos métodos en imágenes reales multiespectrales obtenidas de un microscopio confocal.

El siguiente paso será el desarrollo de un algoritmo de deconvolución espectral óptimo que tenga en cuenta las variables físicas de relevancia en el sensado de imágenes, tales como el número de fotones, resolución espectral, resolución espacial y relación señal - ruido. En primer caso este estudio se hará para un caso genérico (lo cual tiene aplicaciones de suma importancia en microscopía, por ejemplo), y posteriormente se analizará el caso particular de sensores remotos, el cual presenta aplicaciones en la toma de imágenes satelitales. Las variables de interés serán determinadas en este caso mediante el análisis de imágenes satelitales existentes, las cuales serán provistas por Satellogic.

El software a desarrollar se encuentra intrínsecamente relacionado con el método de sensado que se emplee en la toma de las imágenes. El análisis del algoritmo desarrollado permitirá estudiar cuál es el método óptimo para la toma de imágenes multiespectrales, pudiendo aplicarse los resultados tanto a la microscopía como a la toma de imágenes satélitales por sensores remotos. El algoritmo de deconvolución se desarrollará en el lenguaje Python.

**Factibilidad**

El plan de trabajo propuesto para esta tesis se enmarca dentro del área de óptica y fotofísica. La tesista será guiada por un investigador con la experiencia en la temática necesaria para llevar el proyecto adelante, siendo el director del Laboratorio de Electrónica Cuántica, en el cual continuamente se aplican técnicas de deconvolución espectral en el área de la microscopía.

La tetesista se encuentra cursando la última materia de la Licenciatura en Ciencias Físicas. Durante Laboratorio 6 y 7, trabajó en el armado y optimización de un microscopio confocal de fluorescencia. Adicionalmente, cursó la materia optativa “Microscopías de fluorescencia”, por lo que posee conocimientos en microscopía, óptica y fotofísica que serán necesarios para determinar las variables físicas de interés en la optimización de la toma de imágenes hiperespectrales. Posee también conocimientos de programación que serán necesarios para realizar la implementación de los algoritmos de deconvolución.

Adicionalmente, se cuenta con imágenes satelitales provistas por Satellogic, lo que permitirá testear el funcionamiento de los algoritmos con imágenes de distinta calidad, en aplicaciones satelitales.
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